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Description
BACKGROUND

[0001] Alzheimer's disease often presents with
changes in spoken language patterns. Early diagnosis
based on changes in spoken language patterns may be
difficult to identify, making Alzheimer’s, and other neuro-
degenerative diseases difficult to diagnose at the early
stages.
[0002] The following prior art is identified:
US2019/080804 describes selecting speech fea-
tures for building models for detecting medical con-
ditions.

US2012/265024 describes systems and methods of
screening medical states using speech and other
vocal behaviors.

KATHLEEN FRASER ETAL, "Multilingual prediction
of Alzheimer’'s disease through domain adaptation
and concept-based language modelling", PRO-
CEEDINGS OF THE 2019 CONFERENCE OF
THE NORTH AMERICAN CHAPTER OF THE AS-
SOCIATION FOR COMPUTATIONAL LINGUIS-
TICS: HUMAN LANGUAGE TECHNOLOGIES, VO-
LUME 1 (LONG AND SHORT PAPERS), JUNE 2 -
JUNE 7, 2019, MINNEAPOLIS, MINNESOTA / JILL
BURSTEIN, CHRISTY D, (20190602), pages 3659 -
3670, XP055757848

BAI LI ET AL, "Detecting dementia in Mandarin Chi-
nese using transfer learning from a parallel corpus”,
ARXIV.ORG, CORNELL UNIVERSITY LIBRARY,
201 OLINLIBRARY CORNELL UNIVERSITY ITHA-
CA, NY 14853, (20190303), XP081369947

SUMMARY

[0003] Example methods are described herein. An
example method generates afeature vectorrepresenting
a speech occurrence. The feature vector comprises a
plurality of lingual features of speech of the speech
occurrence. The lingual features are chosen based on
accuracy in determining a disease state and include both
word based features derived from analysis of words
within the speech and complex features derived from
analysis of the speech as a whole. The example method
generates a prediction by passing the feature vector as
input to a decision module. The decision module com-
prises a machine learning model trained using data re-
garding disease state. The example method returns the
prediction to one or more user devices.

[0004] In an example method, the word based lingual
features may include at least one unigram feature indi-
cating a recurrence of a word in the speech.

[0005] In an example method, the complex lingual
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features may include at least one acoustic feature ex-
tracted from an audio recording of the speech.

[0006] In an example method, returning the prediction
to the one or more user device may comprise returning
context information with the prediction.

[0007] In an example method, the context information
may include at least one of the lingual features of the
transcript and patient performance history.

[0008] In an example method, the feature vector may
be generated by extracting one or more lingual features
froman audio recording ofthe speech and extracting one
or more of the lingual features from a transcript of the
speech.

[0009] An example method described herein extracts
features of speech from one or more datasets including
speech records in a first language and speech records in
a second language, where the one or more datasets
include speech records and a known outcome corre-
sponding to each of the speech records. The method
further identifies a subset of the extracted features for
accurately predicting a disease state or risk factor for
speech records in both the first language and the second
language. To identify the subset of extracted features, the
method trains a plurality of models using different experi-
mental subsets of features to predict the disease state for
each ofthe speech records, assesses an accuracy ofthe
plurality of models by comparing the predicted disease
state to the known outcome for each of the speech
records, and identifies the experimental subset of fea-
tures used to train one or more models based on the
assessed accuracy.

[0010] In an example method, the extracted features
may include both word based features derived from
analysis of words within the speech and complex fea-
tures derived from analysis of the speech as a whole.
[0011] Inanexample method, each ofthe experimental
subsets of features may include at least one unique word
based feature of the word based features.

[0012] An example method may identify a most accu-
rate model of the plurality of models based on the as-
sessed accuracy of the plurality of models and may
designate the experimental subset of features used to
train the most accurate model as the subset of features
for accurately determining a disease state for transcripts
in both the first language and the second language.
[0013] Anexample method may configure a system for
cross-lingual diagnosis by identifying a most accurate
model of the plurality of models based on the assessed
accuracy ofthe plurality of models, configuring a second
feature extraction module to extract the experimental
subset of features used to train the most accurate model
from speech records in the firstlanguage and the second
language, and configuring a prediction module including
the most accurate model.

[0014] Inan example method, the speech records may
include recorded audio of speech and written transcripts
of speech.

[0015] In an example method, the plurality of models
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may be random forest classifiers.

[0016] Example systems are described herein. An ex-
ample system for predicting a disease state based on a
speech occurrence includes a feature extraction module
configured to extract a plurality of lingual features from
speech of the speech occurrence, where the plurality of
lingual features include both word based features and
complex features. Word based features comprise fea-
tures derived from analysis of words within the speech
and complex features comprise features derived from
analysis of the speech as a whole. The example system
includes a prediction module including a trained classi-
fication model, wherein the trained classification modelis
trained to generate a prediction of the disease state for a
patient based on the speech using the plurality of lingual
features extracted from the speech. A communication
interface is configured to return the prediction of the
disease state and one or more analytics regarding the
speech and the lingual features to a user device for
display to a user.

[0017] Inanexample system, the word based features
may include one or more unigram features indicating a
recurrence of a word in the speech.

[0018] In an example system, the plurality of lingual
features may be experimentally determined to have high
predictive value ofthe disease state for speech in each of
a first language and a second language.

[0019] In an example system, experimentally deter-
mining high predictive value of the plurality of lingual
features may occur while training the trained classifica-
tion model.

[0020] In an example system, the complex features
may include at least one acoustic feature extracted from
an audio recording of the speech.

[0021] Inanexample system, the analytics returned by
the communication interface may include patient scores
in predetermined linguistic categories, where the plurality
of lingual features correlate to one of the predetermined
linguistic categories.

[0022] In an example system, the communicate inter-
face may be further configured to receive afinal diagnosis
from a user device, where the final diagnosis is commu-
nicated to the prediction module to refine the trained
classification model.

[0023] Additional embodiments and features are set
forth in part in the description that follows, and will be-
come apparent to those skilled in the art upon examina-
tion of the specification or may be learned by the practice
of the disclosed subject matter. A further understanding
of the nature and advantages of the present disclosure
may be realized by reference to the remaining portions of
the specification and the drawings, which forms a part of
this disclosure. One of skill in the art will understand that
each ofthe various aspects and features ofthe disclosure
may advantageously be used separately in some in-
stances, or in combination with other aspects and fea-
tures of the disclosure in other instances.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0024] The description will be more fully understood
with reference to the following figures in which compo-
nents are not drawn to scale, which are presented as
various examples of the present disclosure and should
not be construed as a complete recitation of the scope of
the disclosure, characterized in that:

FIG. 1 is a schematic diagram of an example diag-
nosis decision support system;

FIG. 2 is a diagram illustrating feature selection and
training of a random forest classifier for use as a
predictive model in a diagnosis decision support
system;

FIG. 3 is a schematic diagram showing a diagnosis
decision support system,

FIG. 4 is a flow diagram for training a prediction
model for cross-lingual diagnosis of neurodegenera-
tive disease;

FIG. 5is a flow diagram of steps for using a diagnosis
decision support system to generate a classification
for a patient;

FIG. 6 is a schematic diagram of an example com-
puter system forimplementing various embodiments
in the examples described herein.

DETAILED DESCRIPTION

[0025] According to the present disclosure, a system
for early detection of Alzheimer’'s disease is provided.
The system generates a prediction of whether a patient
has Alzheimer’s disease, another form of dementia, or
other neurodegenerative disease based on an occur-
rence of speech, such as the patient's speech in re-
sponse to a task or free form speech. For example, the
patient may be shown a picture and asked to describe the
picture, be asked to retell a popular short story or fairy
tale, or be asked to describe how to perform a specific
task. The patient’s speech is recorded and a transcript is
generated of the speech for analysis. The transcript may
be generated using available speech to text applications
or, in some implementations, may be generated by hand.
[0026] The speech transcript is fed into a feature ex-
traction module and a predictive module to generate a
prediction of disease state (e.g., whether the patient has
a neurodegenerative disease) or predicted risk factor for
developing cognitive decline. In some implementations,
the speech recording may also be provided to the feature
extraction module. In some implementations, othertypes
of speech records, such as video or images, may be
provided to the feature extraction module. The feature
extraction module analyzes the transcript to determine
values for different complex and simple features of nar-
rative competence pertaining to language and speech.
Simple features may belong to the purely lexical domain
such various ranges of n-grams (unigrams, bigrams).
Complex features may belong and are not limited to
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the lexical and syntactic competence domain, to the
semantic/conceptual domain (e.g.,. semantic coher-
ence, cohesion, specificity), to the socio/pragmatics do-
main, to the phonological, speech and acoustics and to
the extralinguistics domain. Additionally, features from
the pshycholinguistic and the affective domain (i.e. emo-
tions and sentiments) may be included. All the above
feature domains yield a high predictive value of neuro-
degenerative diseases. The values are then passed to
the predictive module to generate the disease state pre-
diction. The predictive model may be a machine learning
based model trained to predict disease state based on a
subset of extracted features.

[0027] Once the predictive model generates a predic-
tion, the prediction may be returned to a physician, the
patient, the patient's caregiver, or other person involved
in treatment and diagnosis of the patient. The returned
prediction may include analytics regarding the different
feature domains used to generate the prediction along
with a likelihood, confidence interval, or other measure of
likely accuracy of the prediction. For example, in one
implementation, the prediction may include an indication
that there is an 80% chance that the patient has or will be
diagnosed with Alzheimer’s based on deficits in lexical
and syntactic competence and socio/pragmatics do-
mains.

[0028] Generally, speech from a patient with Alzhei-
mer’s, dementia, or other neurodegenerative disease will
have different characteristics than speech from a patient
without a neurodegenerative disease. For example, pa-
tients with neurodegenerative diseases may have amore
limited vocabulary, anincreased use of pronouns in place
of nouns, use more generic terms, and have a higher
instance of disfluencies, among other features. Speech
features that are strongly correlated to neurodegenera-
tive disease may vary across languages. For example,
native speakers of a first language with neurodegenera-
tive disease may employ words with different frequency,
over the native speakers of a second language with
neurodegenerative disease. Accordingly, a model devel-
oped to generate predictions for transcripts in the first
language may be unreliable in generating predictions for
transcripts in the second language, when it is solely
based on word level information. However, having a
model that can accurately diagnose patients speaking
distinct languages is often helpful in clinical settings.
[0029] In some implementations, a multilingual diag-
nosis system may include predictive models for a variety
oflanguages, such thatthe multilingual diagnosis system
is able to generate predictions for multiple languages. In
some implementations, a cross-lingual model may be
generated and used within the system, where one pre-
dictive model is generated for more than one language.
[0030] To generatea cross-lingual model (a modelthat
can predictdisease state in morethan onelanguage), the
model is trained using speech records (e.g., recordings
or transcripts) in multiple languages. Part of the training
process includes choosing a subset of linguistic features
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that are predictive of disease state for each of the lan-
guages included in the model. Once the cross-lingual set
of features is identified and extracted, the model can be
trained using the extracted features as vectors represent-
ing the speech records with known outcomes (e.g., la-
beled observations) in both languages before being de-
ployed in the clinical system for patient diagnosis. In
some implementations, single language models that
form a multilingual diagnosis system may be trained or
generating using, in part, a cross-lingual model or the
features identified in the generation of a cross-lingual
model.

[0031] Systems including different models can be
trained and implemented in clinical settings where certain
language combinations are desired. For example, a
model including both English and Spanish options may
be used in the United States while a model including
English and French options may be used in Canada.
Other combinations of languages, such as a model in-
cluding English and Greek options, may be created or
used in additional settings. Inimplementation, the system
may include a cross-lingual model (where one model is
able to generate predictions for more than one language)
and/or multiple single language models forming a multi-
lingual system.

[0032] FIG. 1 is a high level diagram showing imple-
mentation ofthe multi-lingual and cross-lingual diagnosis
system. Generally, a patient uses a patient device 102 to
interact with the multi-lingual diagnosis system. The pa-
tient device 102 may include a display, a user interface
such as a touch screen, a microphone to collect speech,
and a network interface. The multi-lingual diagnosis sys-
tem prompts the patient to speak, generally via the dis-
play of the patient device 102. For example, the display of
the patient device 102 may display a picture with instruc-
tions for the patient to describe what it shown in the
picture. In other implementations, the display of the pa-
tient device 102 may display instructions prompting the
patient to retell a popular story or to narrate a common
procedure (such as making breakfast or packing for a
vacation). Further, instructions may be displayed for
performing a verbal fluency test, a verbal memory test,
or other cognition based test. In some implementations,
instructions may be relayed to the patient via speakers,
headphones, tactile output, or other methods of relaying
communications to a patient.

[0033] The patient generates some speech in re-
sponse to the prompt of the system. In one implementa-
tion, the speech is recorded using a microphone inte-
grated in the patient device 102 (or otherwise connected
thereto). A microphone may also be communicatively
attached to the patient device 102 through a data port
of the patient device 102 or through a wireless (e.g.,
Bluetooth or WiFi) connection. Once the speech is re-
corded using the patient device 102 (or another device
connected to the patient device), the speech may be
conveyed to a speech to text module 104 to generate
atexttranscript of the speech. In some implementations,
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the speech to text module 104 may be executed by the
patient device 102. In otherimplementations, the speech
totextmodule 104 may be partofaremote system(e.g., a
cloud computing system or prediction system server)
accessible by the patient device 102. Where the speech
to text module 104 is not executed by the patient device
102, the patient device 102 sends the speech to the
remote speech to text module for conversion to a text
file. In some implementations, speech to text functions
may be performed manually and the speech may be sent
electronically to personnel responsible for generating a
speech transcript.

[0034] The speech to text module 104 sends the text
file transcript to a feature extraction module 106 that
extracts features from the text transcript to generate a
feature vector. Elements of the feature vector are gen-
erally a numeric representation of a linguistic feature in
the transcript, such as a ratio of the number of pronouns
used in the transcript to the number of nouns used in the
transcript or the number of times a word or idea is in-
cludedinthetranscript. Linguistic featuresincluded inthe
feature vector are chosen based on their predictive value
for all languages in the cross-lingual model. For multi-
lingual systems, features may be included based on the
predictive value for each language in the multilingual
model. The features are generally determined during
the training stages of the model, as described in more
detail with respect to FIG. 2.

[0035] The feature extraction module 106 may extract
both simple features and complex features from the text
transcript. Simple features (e.g., purely lexical or word
based features) are generally unigram features repre-
senting the (possibly scaled) number of times a word
appears within a transcript. The feature extraction mod-
ule 106 may lemmatize some words in the transcript so
that words representing the same or similar concepts are
counted together. For example, the words "flower" and
"flowers" may be viewed as the same unigram for pur-
poses of the simple feature. In some implementations,
the feature extraction module 106 will look for specific
unigrams, or ranges of n-grams (i.e. bigrams, thrigrams
etc.) in the transcript that have been shown to be pre-
dictive for a given task and group of languages. In other
implementations, the feature extraction module 106
automatically generates a representation for each uni-
gram in the transcript.

[0036] Complex features are generally measurements
for lexical complexity using, for example, the number of
instances of certain parts of speech overthe transcript as
a whole. Other complex features may include mean
sentence length, word repetition, and variety of words
in the transcript. When an audio input is provided as part
of the speech record, other complex features, such as
acoustics or inflection, may also be extracted from the
speech record. Accordingly, complex features are ex-
tracted through analysis of a transcript, audio recording,
or both as a whole. To extract complex features fromthe
transcript, the feature extraction module 106 may include
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or communicate with additional resources, such as part
of speech taggers, to classify individual words in the
transcript. The feature extraction module 106 will gen-
erally have access to additional resources in each lan-
guage included in the prediction system. The feature
extraction module 106 represents the extracted simple
features and complex features in a feature vector 108.

[0037] The feature vector 108 is used as input for a
trained model 110 to generate a classification 112 for the
transcript represented by the feature vector 108. The
trained model 110 is generally trained to classify tran-
scripts in two or more languages in response to an
occurrence of patient speech (e.g., a patient describing
a picture). The trained model 110 is generally trained
using transcripts with known classifications in each lan-
guage included in the prediction system (labeled obser-
vations). As described in more detail below with respect
to FIG. 2, the trained model 110 may be trained as part of
the feature selection process. In the described imple-
mentation, the trained model 110 is a random forest,
including multiple decision trees that each classify the
transcript individually. The classification of the random
forest is generated based on consensus of the multiple
decision trees that comprise the random forest. In other
implementations, the trained model 110 may use another
classifier, such as a naive Bayes classifier, a support
vector machine, or a single decision tree. Further, the
trained model 110 may be implemented using a deep
learning approach, such as a cognitive neural network.
[0038] The classification 112 of the trained model 110
is returned to a physician device 114. The physician
device 114 may be any type of computing device. In
some implementations, the physician device 114 and
the patient device 102 are the same device. In other
implementations, the classification 112 of the trained
model may be returned to the physician device 114,
the patient device 102, and may be available to other
devices through, for example, a patient’s electronic med-
ical records. The classification 112 may include addi-
tional information to assist the physician, patient, and
other interested parties in understanding how the pre-
diction system generated the classification 112. For ex-
ample, the classification 112 may be returned with feature
scores reflecting, the patient’s lexical complexity or use of
speech disfluencies. In some implementations, the sys-
tem may be used forthe same patient at regular intervals
(e.g., every three months) and the patient's feature
scores may be tracked to indicate if the patient is stable
or is deteriorating. To provide a physician or other provi-
der with more data, the system may include remote
monitoring to assess cognitive status at prespecified
intervals. The cognitive scores gathered over time may
assist healthcare professionals in making more informed
decisions about individual patients and to prioritize be-
tween patients.

[0039] In some implementations, a risk factor assess-
mentmay be returned to the physician device 114. Where
a risk factor assessment is returned to the physician
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device, free speech input (apart fromthe speech given in
response to a task) from the patient may also be used as
an input to the model.

[0040] In some implementations, the physician device
114 and the patient device 102 may be remote from each
other, so that the prediction system may be used by a
patient before an initial appointment and the physician
may review the patient’s results before the appointment.
The physician device 114 may be connected to a network
or patientrecords repository and the physician may send
the classification 112 and accompanying informationto a
patient’s electronic medical record. In some implementa-
tions, the physician device 114 (oranother device usedin
a clinical setting) may return a diagnosis to the prediction
system to increase accuracy of the trained model 110
over time. For example, the physician may order addi-
tional testing for a patient based on the patient’s classi-
fication 112 and determine that the patient does not have
a neurodegenerative disease. That result may then be
returned to the system as additional training for the
trained model 110. This may be helpful for increasing
the accuracy of the trained model 110 in clinical settings
where, for example, average patients have less formal
education than patients whose data was used to train the
trained model 110. In these cases, refining the trained
model 110 by giving feedback on a specific clinical po-
pulation may increase the accuracy of the trained model
110 for that patient population.

[0041] In further implementations, the trained model
110 may be periodically updated to, for example, add
additional languages to the cross-lingual diagnosis sys-
tem or to implement new speaking tasks. Training of an
updated trained model may occur in the same manner as
training the original trained model 110.

[0042] FIG. 2isadiagramillustrating feature selection
and training of a random forest classifier for use as a
predictive model in a cross-lingual diagnosis system.
Speech records 202 are stored and accessible by a
feature extraction module 204 and training of a random
forest classifier. The speech records 202 are generally
records of speech occurrences in each language to be
included in the cross-lingual diagnosis system. The
speech records 202 may be collected responsive to a
speechtaskor may be free speech from patients. Insome
implementations, speech records 202 may include both
speech occurrences responsive to tasks and free
speech. The responses may be in the form of audio
recordings or text transcripts. In some implementations,
one speechrecord includes an audiorecording and a text
transcript ofthe audio recording. The speech records 202
may be associated with a known classification (e.g., a
neurodegenerative diagnosis or a healthy patient) and
may be used as either labeled observations for training a
model or unlabeled observations (where labels are hid-
den from the classifier) for assessing the accuracy of a
trained model.

[0043] The feature extraction module 204 extracts a
complete feature vector 206 from the speech records
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202. The feature vector 206 is populated by values
corresponding to features of the transcript, such as,
lingual features with correlation to a neurodegenerative
diseaseinone ormore languages. Features may include,
for example, lexical features, that are word types and
their frequency related values, complex linguistic fea-
tures related to, for example, syntactic complexity, lexical
variation, or morphosyntactic errors, or the like.

[0044] The feature extraction module 204 generally
identifies two types of features from the speech records
202. Simple features, or bag of word features, are gen-
erally represented as simple scores generated based on
termfrequencies. For example, the bag of words features
may be represented as a frequency vector 208 with a
length equal to the vocabulary of a dataset (e.g., the
number of distinct words in a dataset), where each value
in the frequency vector 208 is the number of times a
specific word occurs within a given transcript. In some
implementations, the features from vector 208 may be
scaled bythe length ofthe document, as well as by the log
of their inverse document frequency to reflect how dis-
tinctive a word is for a transcript given the collection of
transcripts.

[0045] Complexfeatures represent more complex me-
trics measuring, for example, the lexical/grammatical or
syntactic complexity of the transcripts. The feature ex-
traction module 204 may use several preprocessing
stages to process the transcripts before extracting com-
plex features. For example, in some implementations,
the feature extraction module 204 includes language
dependent taggers that identify, for example, various
parts of speech within the transcripts. Once parts of
speech are identified, the feature extraction module
204 can extract complex features such as pronoun to
noun ratio, pronoun/noun to word ratio, and numbers of
lexical concepts. The feature extraction module 204 may
also extract complex features such as mean length of
sentences, repeated words, probability of word reuse,
and number of grammatical errors for each transcript.
The complex features are represented in a complex
feature vector 206.

[0046] After generatingthe complex feature vector206
and the frequency vector 208 for each of the speech
records 202, significant features are selected for use in
training and implementing a final cross-lingual model.
Significant features may vary across language combina-
tions and speech prompts and are generally a subset
features of the complete feature vector 206 with a high
predictive value for a given combination of languages
and a giventask. Several methods may be used to select
significant features, including, for example and without
limitation, forward feature selection (FFS), recursive fea-
ture elimination (RFE) and using a machine learning
model. FFS uses a predefined subset of the complex
feature vector as a base and iteratively evaluates the
effect of adding significant simple features to a final
feature vector.

[0047] In one implementation, FFS uses a random
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forest model and cross validation to measure the simple
features that increase the accuracy of the model and
should be included in the cross-lingual diagnosis system.
Generally, the random forest includes multiple decision
trees and given a data point, a decision tree pushes the
data pointfromits rootto one ofits leaves, interrogating a
single feature value at each step. The leaves of the tree
eventually characterize a sample as a member of one of
two groups. During a training procedure, the optimal
splits are determined and during a prediction task the
new, unknown data sample traverses the tree and is
directed to a leaf node that will assign a corresponding
predicted label. A random forest includes multiple deci-
sion trees where for new data points the final decision is
made using voting between the individual trees (e.g., the
individual trees in the forest reach a consensus on the
classification of atranscript). The algorithmintroduces an
element of randomness due to the fact that the decision
trees have access to a different subset of features and a
different subset of a dataset as training points.

[0048] In FFS, the speech records 202 are randomly
split into a number of different groups for training and
cross-validation. In many embodiments, the random split
means that each training and validation group includes
transcripts from each language included in the prediction
system. For example, the transcripts may be splitintoten
different groups with nine groups acting as labeled ob-
servations (to train the classifiers) and one group acting
as an unlabeled test group to determine the accuracy of
the classifiers. The classifiers may be trained using one of
the nine groups oflabeled observations and tested using
the group of unlabeled observations to obtain an accu-
racy score. A final accuracy score may average the
accuracy scores across the ninetraining groups. Subsets
of features, may also be randomly determined for each
tree within the random forest such that each tree within
the forest returns a classification based on a different
subset of features. Each tree within the random forest
returns a classification and the final classification of the
random forest is determined by consensus of the indivi-
dual trees.

[0049] During FFS, the complex feature vector is aug-
mented by the addition of a single simple feature fromthe
simple feature vector. The augmented feature vector is
then evaluated by training the classifier using the aug-
mented features fora number of sets of labeled observa-
tions and testing the accuracy the classifier using the
augmented features of the unlabeled observations and
cross-validating the classifiers. The procedure is re-
peated for each of the simple features in the simple
feature vector and the simple feature producing the clas-
sifier with the highest accuracy is added to the final
feature vector. The process continues iteratively until
the addition of another simple feature for the final feature
vector no longer produces a model with a higher overall
accuracy. The random forest trained using the final fea-
ture vector (e.g., the most accurate classifier) may then
be implemented in the prediction system.
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[0050] FIG. 2illustrates one simplified iteration of FFS.
Speech records 202 are input into the feature extraction
module 204, which generates a complex feature vector
206 and afrequency vector 208 of simple features x1, x2,
through xn. Augmented vectors 210, 212, and 214 are
formed by adding x1, X2, and xn, respectively, to the
complex vector. The classifiers 216, 218, and 220 are
trained and evaluated using the cross validation methods
discussed above for the augmented vectors 210, 212,
and 214, respectively. Accuracies 222, 224, and 226 are
generated through cross-validation for the classifiers
216, 218, and 220. The classifier corresponding to the
highest accuracy may then be the baseline classifierand
the corresponding augmented vector may become the
base feature vector for the next iteration of FFS. For
example, ifaccuracy 224 was the highest accuracy, then
X2 is added to the feature vector. In the next iteration, all
remaining simple features would be added individually to
the vector including the complex feature vector 206 and
x2. Ifthe highest accuracy returned by trained classifiers
in the next iteration was not higher than accuracy 224,
then the process would end and the final feature vector
would consist of the complex feature vector 206 and x2.
The classifier 218 would then be included as the trained
model (e.g., trained model 110) in the cross-lingual ana-
lysis system.

[0051] In some implementations, FFS may include
reduction of the set of complex features in a similar
manner, where the final feature vector is iteratively built
from all available features. The complex features may be
combined with simple features for FFS, where the most
accurate features are added to the final feature vector
from the full set until additional features no longer im-
prove accuracy of the classifier. In other implementa-
tions, the complex features are selected using a first
FFS selection and simple features are then added using
a second FFS until the classifier is no longer improved by
additional features. Additional approaches may be used,
such as RFS. Using RFS, the entirety ofthe feature setis
providedtothe classifier. Individual features are removed
and the reduced set is provided to the classifier. As
features are removed, the impact of removal of features
from the set on the classifier's performance is tracked.
The least impactful feature is then removed and the
procedure is repeated, recursively, until a final subset
has been formed. Other feature selection methods may
be used in various implementations.

[0052] Though the machine learning model is de-
scribed as a random forest classifier, in other implemen-
tations, other types of classifiers, such as support vector
machine, naive Bayes classifiers, and simple decision
trees may be used. Additionally, other methods of select-
ing features forinclusion in a feature vector, including use
of a full feature vector, may be used.

[0053] FIG. 3is aschematic diagram showing a cross-
lingual diagnosis system. The cross-lingual diagnosis
system generally includes a prediction module 316 em-
ploying a classifier 310 trained using the methods de-
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scribed above with respect to FIG. 2. A display 302 may
be, for example, a component of a patient device or a
display connected to a device in a clinical setting. Gen-
erally, the display 302 presents a prompt to a patient to
elicit speech from the patient, such as a picture for the
patient to describe or text instruction the patient to tell a
story or describe a routine. In some implementations, a
physician or other system administrator may vary the
prompt given for an individual patient. In other implemen-
tations, the system includes a fixed prompt. Where the
display 302 is part of a patient device, a microphone (or
other recording device) either connected to or integrated
in the patient device is used to record and collect patient
speech. Insome implementations, a video device may be
used to collect an alternative to patient speech (e.g., sign
language). A microphone communicatively connected to
the cross-lingual diagnosis system may also be used to
collect and record patient speech in response to the
prompt presented on the display 302. A voice to text
module 304 converts the recorded speech to a text
transcript ofthe patient speech. The voice to text module
304 may be located on the patient device or may be
remote from a patient device. In some implementations,
the voice to text module 304 may be replaced with, orin
addition to, a video to text module configured to generate
transcripts from patients using sign language instead of
verbal speech.

[0054] The feature extraction module 306 receives the
text transcript from the voice to text module 304 and
extracts both simple and complex features fromthe each
ofasetof speechrecords. The setof speechrecords may
include, forexample, audio recordings of speech and text
transcripts of speech. The speech record for one in-
stance of speech may be the combination of a recording
ofthe speech and atext transcript ofthe speech. In some
implementations, the feature extraction module 306 is
configured to extract only the features included in the full
feature vector used by the classifier 310 in generating a
classification. The feature extraction module 306 may
also include or connect to additional resources, such as
part of speech taggers for languages included in the
prediction system, to assistthe feature extraction module
306 in calculating and extracting sophisticated features.
The feature extraction module 306 generates a feature
vector 308 including values for features included in the
final feature vector selected in the training stage of the
classifier 310.

[0055] The feature vector 308 is communicated to a
prediction module 316 that includes the trained classifier
310. As shown in FIG. 3, the trained classifier 310 is a
random forest classifier, though other classifiers may be
used in other implementations. The random forest clas-
sifier 310 includes a plurality of individual decision trees
318, 320, 322, and 324 that receive feature subsets 326,
328, 330, and 332, respectively. Generally, a random
forest will include hundreds of decision trees. Four are
shown in FIG. 3 for simplicity. Each of the decision trees
318, 320, 322, and 324 generate a classification based
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on their respective feature subsets 326, 328, 330, and
332. The feature subsets 326, 328, 330, and 332 are
subsets of the features in the feature vector 308 and are
randomly selected for each of the individual decision
trees 318, 320, 322, and 324 during training of the clas-
sifier 310. The classification 312 ofthe random forest 310
is based on a consensus of the individual decision trees
318, 320, 322, and 324.

[0056] The classification 312is outputto a display 314,
which may be the same as the display 302 or may be a
display of a physician device, caregiver device, or other
computing device. The classification 312 may be output
to several computing devices at the same time. For
example, the classification 312 may be output to the
display 314 of a physician device and simultaneously
sent (e.g., via e-mail) to a caregiver device and/or to a
patient’s electronic medical record. The classification
312 may be accompanied by interpretive information
regarding the prediction module 316. For example,
where the classification 312 is expressed as a probability
of a patient having a neurodegenerative disease, the
classification 312 may include a listing of relative weight-
ing of features by the prediction module 316 in determin-
ing the probability. Such interpretive information may also
include identification of features, how features are
grouped or aggregated, or other information providing
further explanation regarding functionality of the classi-
fier 310, the prediction module 316 and other compo-
nents of the system in generating the classification 312.
Such interpretive information may, for example, assist
physicians in understanding the methodology ofthe sys-
tem instead of providing physicians with a "black box"
solution.

[0057] Insomeimplementations, the classification 312
may be accompanied by a cognitive profile 336, which
may include scores for the transcript on features to
provide the further context for the classification to a
physician, patient, caregiver, or other relevant party.
The cognitive profile 336 may be generated by a statis-
tical module 334 receiving the feature vector 308 as input.
The statistical module 334 may, for example, aggregate
feature scores to generate scores for categories of fea-
tures and give additional context to the scores based on
historical data. For example, some implementations may
showthe patient's scores relative to various cohorts (e.g.,
similarly aged patients, patients with Alzheimer’s, pa-
tients with aphasia, etc.) or display "cutoff scores" for
diagnosis or consideration of neurodegenerative dis-
eases. Some implementations may also show how an
individual patient’s scores have changed over time. The
information in the cognitive profile 336 may accordingly
be presented with any combination of charts, graphs,
tables, or narrative description. In some implementa-
tions, the information presented in the cognitive profile
336 may differ depending on whetherthe cognitive profile
336 is sent to a patient, physician, or other caregiver.
[0058] FIG.4 s aflowdiagram of steps 400 for creating
amodel for prediction of a disease state based on patient
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speech in multiple languages. A first extracting operation
402 extracts a set of simple features from a set of speech
records. The set of speech records generally includes
records from healthy patients and from patients having a
neurodegenerative disease, where the status of the pa-
tients producing the outcomes is known. Further, the
subset of speech records includes transcripts, audio
recordings, or other records in every language to be
included in the prediction system. In some implementa-
tions, all speech records in the set are generated in
response to the same task (e.g., all are describing the
same picture). In other implementations, the speech
records may be generated in response to different tasks
or from free speech.

[0059] Word based features are generally bag of word
features (or tf-idf vectors), measuring the number of
instances of a specific word or combination of consecu-
tive words in comparison to the total number of wordsina
transcript or recording. Word based features may be
extracted by identifying each individual word used in a
set of transcripts in response to a task. In some imple-
mentations, words that naturally occur frequently (e.g.,
"a" or "the") may be removed from the subset of word
based features if they are determined (e.g., through
inverse document frequency) to be unlikely to be signifi-
cant in distinguishing between two classes. Additionally,
individual words may be lemmatized such that multiple
words can be analyzed as a single item. For example,
"flower" and "flowers" would be considered the same
unigram. Words with identical meanings in each lan-
guage included in the cross-lingual model may also be
considered to be the same unigram.

[0060] A second extracting operation 404 extracts a
set of complex features from the set of speech records.
Complex features generally roughly measure concepts
such as lexical complexity and are more complicated to
extract fromtranscripts or audio recordings. Extraction of
complex features generally includes analysis of the
speech as a whole. For example, features such as var-
ious parts of speech ratios, mean length of sentences,
and multi verb sentence variation may employ the addi-
tion of a speech tagger to identify parts of speech and
sentences in each transcript. A feature extraction module
(e.g., feature extraction module 204) may have accessto
speech taggers in multiple languages to pre-process the
transcripts before extracting the complex features. Data
generated by part-of-speech taggers and syntactic par-
sers may be used by the feature extraction module in
calculating values for complex features.

[0061] A dividing operation 406 divides the set of
speech records into labeled observations and unlabeled
observations. Generally, the dividing operation 406 will
randomly divide the set of speech records into labeled
observations and unlabeled observations. The records
used as labeled observations may be further randomly
divided to generate separate training groups for cross-
validation of trained models. In some implementations,
an additional operation may check the division of the
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records to ensure that each group includes records from
both healthy patients and patients with neurodegenera-
tive disease in each language to be included in the cross-
lingual model.

[0062] A generating operation 408 generates a set of
augmented vectors for each of the records. In some
implementations, the augmented vectors each include
the set of complex features and a unique one ofthe set of
word based features, such that the final feature vectoris
guaranteed to include each of the complex features. For
example, for a set of records with 300 complex features
and 100 word based features, each vector will include
301 features (the entire set of complex features and one
of the 100 word based features for a particular transcript
and audio recording). In other implementations, FFS is
conducted for both the complex features and the word
based features, such that the set of augmented vectors is
generated iteratively at each iteration of the FFS over the
entire set of features.

[0063] A training operation 410 trains a classification
model for each of the augmented vectors for the set of
labeled observations. An evaluating operation 412 eval-
uates accuracy for each of the trained models using the
augmented vectors forthe set of unlabeled observations.
The trained classification models are utilized to generate
a prediction for each of the unlabeled observations. The
classification determined by the classification model is
then compared to the known classification for each un-
labeled observation to calculate accuracy of the classi-
fication model. The accuracy may be calculated by aver-
aging or otherwise aggregating the comparisons be-
tween the known classifications and the model’s predic-
tion. Other performance metrics may also be used to
evaluate the classifier's performance, such as sensitivity,
specificity and area under the ROC curve.

[0064] A determining operation 414 determines
whether additional features improve accuracy of the
model. Generally, the determining operation 414 selects
the most accurate model evaluated during the evaluating
operation 412. The method then returnstothe generating
operation 408 to generate additional augmented vectors
for features remaining in the feature vectors thathave not
yet been included in the most accurate augmented vec-
tor. The method continues using the new augmented
vectors to train and evaluate a new set of classifiers.
The most accurate of the new set of classifiers is then
compared to the most accurate classifier in the previous
iteration of the method. When the most accurate of the
new set of classifiers is more accurate than the most
accurate classifier from the previous iteration, the meth-
od returns to the generating operation 408 to generate
additional augmented vectors. When the most accurate
ofthe new set of classifiers is not more accurate than the
most accurate classifier from the previous iteration, ad-
ditional features no longer improve the accuracy of the
model and the method proceeds to a selecting operation
416. The selecting operation 416 selects the most accu-
rate model for use as a predictive model in a prediction
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system.

[0065] FIG. 5 is a flow diagram of steps 500 for gen-
erating a prediction of a disease state for a patient based
on prompted speech from the patient. A first presenting
operation 502 presents a prompt to a patient to prompt
speech from the patient. The prompt may be presented
as a visual prompt (e.g., via a display on patient device
102) showing a picture with instructions to describe the
picture or showing text instructions to the patient. The
prompt may also be presented to the patient through, for
example audio or tactile outputs of a patient device 102.
For example, a patient may receive audio instructions to
retell a popular story or to describe a common task. In
other implementations, the presenting operation 102
may present a user interface for collecting free form
speech from a patient (e.g., recording a conversation).
A recording operation 504 records patient speech. The
speech may be recorded using a microphone or other
speech collection device integrated into or communica-
tively connected to a patient device 102. In some imple-
mentations, the recording operation 504 may include a
video recording of a patient using a sign language to
communicate instead of speech.

[0066] A converting operation 506 converts the re-
corded speech to a text transcript. The converting opera-
tion 506 may occur on a patient device 102 or the patient
device 102 may send the recorded speech to a remote
processor for conversion to a text transcript. The con-
verting operation 506 may use standard speech-to-text
converters for each language included in the prediction
system. In some implementations, the speech-to-text
converters may be tailored to, for example, a specific
dialect of a language to generate more accurate tran-
scripts for patients in a specific geographic region using
that dialect. The converting operation 506 generally cre-
ates a text file transcript of the recorded speech.
[0067] A generating operation 508 generates a feature
vector corresponding to the speech record of the speech,
which may include both the text transcript and the audio
recording . The feature vector includes elements corre-
sponding to linguistic features of the speech records. In
cross-lingual models, the linguistic features may be cho-
sento predict adisease state for speech records in two or
more distinct languages. The generating operation 508
may include preprocessing steps such as part of speech
tagging to assist in identifying and calculating features of
the text transcript. The generating operation 508 outputs
a feature vector including a numerical value representa-
tive of each feature included in the feature vector.
[0068] A running operation 510 runs the generated
feature vector through a trained model to receive a pre-
diction ofthe disease state ofthe patientcorrespondingto
the speech record. The trained model may be trained to
generate predictions for speech records in two or more
languages using labeled and unlabeled observations.
The trained model may be any type of classifier such
as a random forest, naive Bayes classifier, or decision
tree. In some implementations, the type of classifier used
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may be determined during the training phase by evaluat-
ing the accuracy of several different classifiers. The
trained model may also be another type of machine
learning model such as a deep learning model or a neural
network.

[0069] A second presenting operation 512 presents
the prediction of the disease state. The presenting op-
eration 512 may, in some implementations, present ad-
ditional information such as scores for particular features,
patient performance over time, or a general confidence
interval of the trained classifier to help contextualize the
prediction. The presenting operation 512 may present
the information to the patient (e.g., via patient device
102), to a physician or clinician (e.g., via physician device
114), to caregivers or other interested parties, or to all
parties atonce. In some implementations, the presenting
operation 512 may occur in response to an entry of
credentials by the party viewing the disease state pre-
diction to ensure that the party should have access to the
information.

[0070] Analytics information presented as part of the
second presenting operation 512 may include informa-
tion about how the system generated the prediction.
Such analytics may be presented as raw values (raw
output from the API) or may be shown using visual aids
such as graphs through a Ul of, for example, the patient
device 102 or the physician device 114. The analytics
may explain the model’s prediction, including which fea-
tures contributed most to decisions of the model. Com-
parisons of average or mean values may be shown
between cohorts. Additional descriptive analytics may
include comparisons of groups of features based on
patient age, education, gender, etc.

[0071] FIG. 6 is a schematic diagram of an example
computersystem forimplementing various embodiments
in the examples described herein. A computer system
600 may be used to implement the patient device 102 or
the physician device 114 (in FIG. 1) or integrated into one
or more components of the prediction system 100. For
example, the speech to text module 104, feature extrac-
tion module 106, and/or the trained model 110 may
include one or more of the components of the computer
system 600 shown in FIG. 6. The computer system 600 is
used to implement or execute one or more of the com-
ponents or operations disclosed in FIGS. 1-5. In FIG. 6,
the computer system 600 may include one or more
processing elements 602, an input/output interface
604, a display 606, one or more memory components
608, a network interface 610, and one or more external
devices 612. Each of the various components may be in
communication with one another through one or more
buses, communication networks, such as wired or wire-
less networks.

[0072] The processing element802 may be anytype of
electronic device capable of processing, receiving, an-
d/or transmitting instructions. For example, the proces-
sing element 602 may be a central processing unit,
microprocessor, processor, or microcontroller. Addition-
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ally, it should be noted that some components of the
computer 600 may be controlled by a first processor
and other components may be controlled by a second
processor, where the firstand second processors may or
may not be in communication with each other.

[0073] The memory components 608 are used by the
computer 600 to store instructions for the processing
element 602, as well as store data, such as speech
records, such as speech recordings and/or transcripts
(e.g., 202 in FIG. 2), and the like. The memory compo-
nents 608 may be, forexample, magneto-optical storage,
read-only memory, random access memory, erasable
programmable memory, flash memory, or a combination
of one or more types of memory components.

[0074] The display 606 provides visual feedback to a
user, such as a display of the user device 102 (FIG. 1).
Optionally, the display 606 may act as an input elementto
enable a user to control, manipulate, and calibrate var-
ious components of the computational analysis system
100 (FIG. 1) as described in the present disclosure. The
display 606 may be a liquid crystal display, plasma dis-
play, organic light-emitting diode display, and/or other
suitable display. In embodiments where the display
606 is used as an input, the display may include one or
more touch or input sensors, such as capacitive touch
sensors, a resistive grid, or the like.

[0075] Thel/Ointerface 604 allows a userto enter data
intothe computer 600, as well as provides an input/output
forthe computer 600 to communicate with other devices
or services (e.g., user device 102, physician device 114
and/or other components in FIG. 1). The /O interface 604
caninclude one or moreinputbuttons, touch pads, and so
on.

[0076] The network interface 610 provides communi-
cation to and from the computer 600 to other devices. For
example, the network interface 610 allows the cross-
lingual prediction system to communicate with the user
device 102 and the physician device 114 (FIG. 1) through
a communication network. The network interface 610
includes one or more communication protocols, such
as, but not limited to WiFi, Ethernet, Bluetooth, and so
on. The network interface 610 may also include one or
more hardwired components, such as a Universal Serial
Bus (USB) cable, or the like. The configuration of the
network interface 610 depends on the types of commu-
nication desired and may be modified to communicate via
WiFi, Bluetooth, and so on.

[0077] The external devices 612 are one or more de-
vices that can be used to provide various inputs to the
computing device 600, e.g., mouse, microphone, key-
board, trackpad, or the like. The external devices 612
may be local or remote and may vary as desired. In some
examples, the external devices 612 may also include one
or more additional sensors.

[0078] The foregoing description has a broad applica-
tion. For example, while examples disclosed herein may
focus on central communication system, it should be
appreciated that the concepts disclosed herein may
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equally apply to other systems, such as a distributed,
central or decentralized system, or a cloud system. For
example, the speech to text module 104, the feature
extraction module 106, the trained model 110, and/or
other components in the prediction system 100 (FIG.
1) may reside on a server in a client/server system, on
auser mobile device, oronany device onthe networkand
operate in a decentralized manner. One or more compo-
nents of the prediction system 100 (FIG. 1) may also
reside in a controller virtual machine (VM) or a hypervisor
in a VM computing environment. Accordingly, the disclo-
sure is meant only to provide examples of various sys-
tems and methods and is notintended to suggestthat the
scope ofthe disclosure, including the claims, is limited to
these examples.

[0079] The technology described herein may be im-
plemented as logical operations and/or modules in one or
more systems. The logical operations may be implemen-
ted as a sequence of processor-implemented steps di-
rected by software programs executing in one or more
computer systems and as interconnected machine or
circuit modules within one or more computer systems,
or as a combination of both. Likewise, the descriptions of
various component modules may be provided in terms of
operations executed or effected by the modules. The
resultingimplementation is a matter of choice, dependent
on the performance requirements of the underlying sys-
tem implementing the described technology. Accord-
ingly, the logical operations making up the embodiments
of the technology described herein are referred to var-
iously as operations, steps, objects, or modules. Further-
more, it should be understood thatlogical operations may
be performed in any order, unless explicitly claimed
otherwise or a specific order is inherently necessitated
by the claim language.

[0080] In some implementations, articles of manufac-
ture are provided as computer program products that
cause the instantiation of operations on a computer
system to implement the procedural operations. One
implementation of a computer program product provides
a non-transitory computer program storage medium
readable by a computer system and encoding a compu-
ter program. It should further be understood that the
described technology may be employed in special pur-
pose devices independent of a personal computer.

Claims

1. A method comprising:

generating a feature vector representing a
speech occurrence wherein:

the feature vector comprises a plurality of
lingual features of the speech occurrence,
and

the lingual features are chosen based on
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accuracy in determining a disease state,
and

the lingual features include both word
based features derived from analysis of in-
dividual words within the speech occur-
rence and complex features derived from
analysis of the speech occurrence as a
whole, wherein the lingual features are se-
lected as features being predictive of dis-
ease state across two or more languages
and wherein the complex features include
atleast one of mean sentence length, num-
ber of grammatical errors, variety of words,
acoustic features extracted from an audio
recording of the speech occurrence, inflec-
tion extracted from the audio recording,
pronoun to noun ratio, and pronoun/noun
to word ratio;

generating a prediction of disease state by pas-
sing the feature vector as input to a decision
module, the decision module comprising a
cross-lingual machine learning model trained
using data regarding disease state including
labeled observations in each of the two or more
languages; and

returning the prediction to one or more user
devices.

The method of claim 1, wherein the word based
features include at least one unigram feature indicat-
ing arecurrence of a word in the speech occurrence.

The method of claim 1, wherein returning the pre-
diction to the one or more user devices comprises
returning context information with the prediction,
wherein the context information includes at least
one ofthe lingual features of the speech occurrence
and patient performance history.

The method of claim 1, wherein the feature vectoris
generated by extracting one or more of the lingual
features from the audio recording ofthe speech and
extracting one or more of the lingual features from a
transcript of the speech.

The method of claim 1, wherein the lingual features
are selected based in part on a forward feature
selection or a recursive feature elimination.

The method of claim 1, further comprising:

generating a patient score based on the plurality
of lingual features of the speech occurrence;
and

returning the patient score to the one or more
user devices with the prediction.
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7.

The method of claim 1, wherein the labeled observa-
tions include data generated in response to speech
captured in response to two or more different speech
tasks and in the two or more languages.

The method of claim 1, wherein the prediction is
expressed as a probability of the disease state,
wherein the prediction is returned with interpretative
information regarding the decision module’s genera-
tion of the prediction.

The method of claim 1, wherein the lingual features
are chosen by a method comprising:

extracting features of speech from one or more
datasets including speech records in a first lan-
guage ofthe two or more languages and speech
records in a second language ofthe two or more
languages, wherein the one or more datasets
include speech records and a known outcome
corresponding to each of the speech records;
and

identifying a subset of the extracted features for
accurately predicting a disease state or risk
factor for speech records in both the first lan-
guage and the second language by:

training a plurality of models using different
experimental subsets of features to predict
the disease state for each of the speech
records,

assessing an accuracy of the plurality of
models by comparing the predicted disease
state to the known outcome for each of the
speech records, and

identifying the experimental subset of fea-
tures used to train one or more models
based on the assessed accuracy.

10. The method of claim 9,

wherein identifying the experimental subset of
features usedtotrain one or more models based
on the assessed accuracy comprises:
identifying a mostaccurate model ofthe plurality
of models based on the assessed accuracy of
the plurality of models; and

designating the experimental subset of features
used to train the most accurate model as the
subset of features for accurately determining a
disease state for transcripts in both the first
language and the second language.

11. The method of claim 10, further comprising:

configuring a system for cross-lingual diagnosis by:

identifying a mostaccurate model ofthe plurality
of models based on the assessed accuracy of
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the plurality of models;
configuring a second feature extraction module
to extract the experimental subset of features
used to train the most accurate model from
speech records in the first language and the
second language; and
configuring a prediction module including the
most accurate model.

The method ofclaim 1, wherein the complex features
further comprise one or more of lexical complexity,
word repetition, semantic coherence, semantic co-
hesion or semantic specificity.

The method of claim 9, wherein the speech records
are free form speech.

Patentanspriiche

1.

2,

Verfahren, umfassend:
Generieren eines Merkmalsvektors, der ein Sprech-
ereignis darstellt, wobei:

der Merkmalsvektor mehrere linguale Merkmale
des Sprechereignisses umfasst, und

die lingualen Merkmale basierend auf einer Ge-
nauigkeit beim Bestimmen eines Krankheits-
zustands gewéhlt werden, und

die lingualen Merkmale wortbasierte Merkmale be-
inhalten, die aus einer Analyse einzelner Wérter in
dem Sprechereignis abgeleitet werden, sowie
komplexe Merkmale, die aus einer Analyse des
Sprechereignisses als Ganzes abgeleitet werden,
wobei die lingualen Merkmale als Merkmale aus-
gewahlt werden, die einen Krankheitszustand Uber
zwei oder mehr Sprachen vorhersagen und wobei
die komplexen Merkmale wenigstens eines hier-
von beinhalten: eine mittlere Satzlénge, eine An-
zahl von grammatikalischen Fehlern, eine Vielfalt
von Wortern, aus einer Audioaufzeichnung des
Sprechereignisses extrahierte akustische Merk-
male, eine aus der Audioaufzeichnung extrahierte
Beugung, ein Pronomen-zu-Nomen-Verhaltnis
und ein Pronomen/Nomen-zu-Wort-Verhaltnis;
Generieren einer Vorhersage des Krankheits-
zustandes durch Weiterleiten des Merkmals-
vektors als Eingabe an ein Entscheidungsmo-
dul, wobei das Entscheidungsmodul ein sprach-
Ubergreifendes Maschinenlernmodell umfasst,
welches unter Verwendung von Daten zum
Krankheitszustand mit beschrifteten Beobach-
tungen in jeder der zwei oder mehr Sprachen
trainiert wurde; und Zuruckgeben der Vorher-
sage an eine oder mehrere Benutzervorrichtun-
gen.

Verfahren nach Anspruch 1, wobei die wortbasierten
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Merkmale wenigstens ein Unigramm-Merkmal bein-
halten, welches eine Rekurrenz eines Wortes in dem
Sprechereignis angibt.

Verfahren nach Anspruch 1, wobei die Ruckgabe der
Vorhersage an die ein oder mehreren Benutzervor-
richtungen das Zuruckgeben von Kontextinformatio-
nen mit der Vorhersage umfasst, wobei die Kontex-
tinformationen wenigstens eines derlingualen Merk-
male des Sprechereignisses und der Patientenleis-
tungshistorie beinhalten.

Verfahren nach Anspruch 1, wobei der Merkmals-
vektor generiert wird, indem ein oder mehrere der
lingualen Merkmale aus der Audioaufzeichnung der
gesprochenen Sprache extrahiert werden und ein
oder mehrere der lingualen Merkmale aus einem
Transkript der gesprochenen Sprache extrahiert
werden.

Verfahren nach Anspruch 1, wobei die lingualen
Merkmale teilweise basierend auf einer Vorwarts-
Merkmalsauswahl oder einer rekursiven Merkmal-
seliminierung ausgewahlt werden.

Verfahren nach Anspruch 1, ferner umfassend: Ge-
nerieren einer Patientenbewertung basierend auf
den mehreren lingualen Merkmalen des Spreche-
reignisses; und Zuriickgeben der Patientenbewer-
tung an die ein oder mehreren Benutzervorrichtun-
gen mit der Vorhersage.

Verfahren nach Anspruch 1, wobei die beschrifteten
Beobachtungen Daten beinhalten, welche in Reak-
tion auf gesprochene Sprache generiertwerden, die
in Reaktion auf zwei oder mehr unterschiedliche
Sprechaufgaben und in den zwei oder mehr Spra-
chen erfasst wird.

Verfahren nach Anspruch 1, wobei die Vorhersage
als eine Wahrscheinlichkeit des Krankheitszustands
ausgedruckt wird, wobei die Vorhersage mit inter-
pretativen Informationen zur Generierung der Vor-
hersage durch das Entscheidungsmodul zurtickge-
geben wird.

Verfahren nach Anspruch 1, wobei die lingualen
Merkmale durch ein Verfahren gewahlt werden, wel-
ches dies umfasst:

Extrahieren von Merkmalen gesprochener
Sprache aus einem oder mehreren Datensat-
zen, beinhaltend Sprachaufzeichnungen in ei-
ner ersten Sprache der zwei oder mehr Spra-
chen und Sprachaufzeichnungen in einer zwei-
ten Sprache der zwei oder mehr Sprachen, wo-
bei die ein oder mehreren Datensatze Sprach-
aufzeichnungen und ein bekanntes Ergebnis
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entsprechend jeder der Sprachaufzeichnungen
beinhalten; und

Identifizieren einer Teilmenge der extrahierten
Merkmale fir ein genaues Vorhersagen eines
Krankheitszustands oder Risikofaktors fur
Sprachaufzeichnungen in der ersten Sprache
sowie der zweiten Sprache durch:

Trainieren mehrerer Modelle unter Verwen-
dung unterschiedlicher experimenteller
Teilmengen von Merkmalen, umden Krank-
heitszustand fur jede der Sprachaufzeich-
nungen vorherzusagen,

Beurteilen einer Genauigkeit der mehreren
Modelle durch Vergleichen des vorherge-
sagten Krankheitszustands mit dem be-
kannten Ergebnis fur jede der Sprachauf-
zeichnungen und

Identifizieren der experimentellen Teilmen-
ge von Merkmalen, die verwendet wird, um
ein oder mehrere Modelle basierend auf der
beurteilten Genauigkeit zu trainieren.

10. Verfahren nach Anspruch 9, wobei das Identifizieren

der experimentellen Teilmenge von Merkmalen, die
verwendet wird, um ein oder mehrere Modelle ba-
sierend auf der beurteilten Genauigkeitzu trainieren,
dies umfasst:

Identifizieren eines genauesten Modells der
mehreren Modelle basierend auf der beurteilten
Genauigkeit der mehreren Modelle; und
Festlegen der experimentellen Teilmenge von
Merkmalen, die verwendet wird, um das ge-
naueste Modell zu trainieren, als die Teilmenge
von Merkmalen zum genauen Bestimmen eines
Krankheitszustands fur Transkripte in der ersten
Sprache sowie der zweiten Sprache.

11. Verfahren nach Anspruch 10, ferner umfassend:

Konfigurieren eines Systems fur eine sprachiber-
greifende Diagnose durch:

Identifizieren eines genauesten Modells der
mehreren Modelle basierend auf der beurteilten
Genauigkeit der mehreren Modelle;
Konfigurieren eines zweiten Merkmalsextrak-
tionsmoduls, um die experimentelle Teilmenge
von Merkmalen zu extrahieren, die verwendet
wird, um das genaueste Modell anhand von
Sprachaufzeichnungen in der ersten Sprache
und der zweiten Sprache zu trainieren; und
Konfigurieren eines Vorhersagemoduls, wel-
ches das genaueste Modell beinhaltet.

12. Verfahren nach Anspruch 1, wobei die komplexen

Merkmale ferner eines oder mehrere von lexikali-
scher Komplexitat, Wortwiederholung, semanti-
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scher Kohéarenz, semantischer Kohasion oder se-
mantischer Spezifitat umfassen.

Verfahren nach Anspruch 9, wobei die Sprachauf-
zeichnungen gesprochene Sprache in freier Form
sind.

Revendications

1.

Procédé comprenant :
la génération d’'un vecteur de caractéristiques repré-
sentant une occurrence de parole dans laquelle :

le vecteur de caractéristiques comprend une
pluralité de caractéristiques linguistiques de
'occurrence de parole, et

les caractéristiques linguistiques sont choisies
en fonction de la précision avec laquelle un état
pathologique est déterminé, et

les caractéristiques linguistiques comprennent
a la fois des caractéristiques basées sur des
mots dérivées d’une analyse de mots individuels
dans l'occurrence de parole, et des caractéristi-
ques complexes dérivées de I'analyse de l'oc-
currence de parole dans son ensemble, dans
lequel les caractéristiques linguistiques sont
sélectionnées en tant que caractéristiques pré-
dictives d'un état pathologique dans deux lan-
gues ou plus, etdans lequel les caractéristiques
complexes comprennent au moins l'un parmi :
longueur moyenne de phrase, nombre d’erreurs
grammaticales, diversité des mots, caractéristi-
ques acoustiques extraites d’'un enregistrement
audio de l'occurrence de parole, inflexion ex-
traite de I'enregistrement audio, rapport entre
pronom et nom, et rapport entre pronom/nom et
mot ;
la génération d'une prédiction de I'état patholo-
gique en transmettant le vecteur de caractéris-
tiques en tant qu'entrée & un module de déci-
sion, le module de décision comprenant un mo-
déle d’apprentissage automatique multilingue
entrainé a l'aide de données concernant I'état
pathologique, y compris des observations éti-
quetées dans chacune des deux langues ou
plus ; et le renvoi de la prédiction & un ou
plusieurs dispositifs d'utilisateur.

Procédé selon la revendication 1, dans lequel les
caractéristiques basées sur des mots comprennent
au moins une caractéristique d’'unigramme indiquant
une récurrence d’'un mot dans l'occurrence de pa-
role.

Procédé selon la revendication 1, dans lequel le
renvoi de la prédiction aux un ou plusieurs dispositifs
d’utilisateur comprend le renvoi d'informations
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contextuelles avec la prédiction, dans lequel les
informations contextuelles comprennent les carac-
téristiques linguistiques de l'occurrence de parole
et/ou I'historique des performances du patient.

Procédé selon la revendication 1, dans lequel le
vecteur de caractéristiques est généré par 'extrac-
tion d’'une ou de plusieurs des caractéristiques lin-
guistiques de I'enregistrement audio de la parole et
par I'extraction d’'une ou de plusieurs des caracté-
ristiques linguistiques provenant d’une transcription
de la parole.

Procédé selon la revendication 1, dans lequel les
caractéristiques linguistiques sont sélectionnées en
partie en fonction d’une sélection directe des carac-
téristiques ou d’une élimination récursive des carac-
téristiques.

Procédé selon la revendication 1, comprenant en
outre: lagénération d’'un score de patienten fonction
de la pluralité de caractéristiques linguistiques de
l'occurrence de parole ; et

le renvoi du score du patient aux un ou plusieurs
dispositifs d’utilisateur avec la prédiction.

Procédé selon la revendication 1, dans lequel les
observations étiquetées comprennent des données
générées en réponse a la parole capturée en ré-
ponse a deux taches vocales différentes ou plus et
dans les deux langues ou plus.

Procédé selon la revendication 1, dans lequel la
prédiction est exprimée en tant que probabilité de
état pathologique, dans lequel la prédiction est
renvoyée avec des informations d’interprétation
concernant la génération de la prédiction par le
module de décision.

Procédé selon la revendication 1, dans lequel les
caractéristiques linguistiques sont choisies par un
procédé comprenant :

I'extraction de caractéristiques de parole a partir
d’'un ou de plusieurs ensembles de données
comprenant des enregistrements vocaux dans
une premiére langue des deux langues ou plus
et des enregistrements vocaux dans une se-
conde langue des deux langues ou plus, dans
lequel les un ou plusieurs ensembles de don-
nées comprennent des enregistrements vocaux
et un résultat connu correspondant a chacun
des enregistrements vocaux ; et

lidentification d’'un sous-ensemble des caracté-
ristiques extraites pour prédire avec précision
un état pathologique ou un facteur de risque
pour des enregistrements vocaux & la fois dans
la premiére langue et la seconde langue par :
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I'entrainement d’une pluralité de modéles a
I'aide de différents sous-ensembles expéri-
mentaux de caractéristiques pour prédire
I'état pathologique pour chacun des enre-
gistrements vocaux,

I'évaluation de la précision de la pluralité de
modéles par comparaison de 'état patho-
logique prédit avec le résultat connu pour
chacun des enregistrements vocaux, et
l'identification du sous-ensemble expéri-
mental de caractéristiques utilisé pour en-
trafner un ou plusieurs modéles en fonction
de la précision évaluée.

Procédé selon la revendication 9, dans lequel I'iden-
tification du sous-ensemble expérimental de carac-
téristiques utilisé pour entrainer un ou plusieurs
modéles en fonction de la précision évaluée
comprend :

l'identification d’'un modéle le plus précis de la
pluralité de modéles en fonction de la précision
évaluée de la pluralité de modéles ; et

la désignation du sous-ensemble expérimental
de caractéristiques utilisé pour entrainer le mo-
déle le plus précis en tant que sous-ensemble
de caractéristiques permettant de déterminer
avec précision un état pathologique pour des
transcriptions & la fois dans la premiére langue
et la seconde langue.

Procédé selon la revendication 10, comprenant en
outre :

la configuration d’un systéme de diagnostic multi-
lingue par:

l'identification d’'un modéle le plus précis de la
pluralité de modéles en fonction de la précision
évaluée de la pluralité de modéles ;

la configuration d’un second module d’extrac-
tion de caractéristiques pour extraire le sous-
ensemble expérimental de caractéristiques uti-
lisé pour entrainer le modéle le plus précis a
partir d’enregistrements vocaux dans la pre-
miére langue et la seconde langue ; et la confi-
guration d’'un module de prédiction comprenant
le modéle le plus précis.

Procédé selon la revendication 1, dans lequel les
caractéristiques complexes comprennent en outre
un ou plusieurs parmi: complexité lexicale, répétition
de mots, cohérence sémantique, cohésion séman-
tique et spécificité sémantique.

Procédé selon la revendication 9, dans lequel les
enregistrements vocaux sont des paroles de forme
libre.
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